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Abstract: The Fe IX spectrum features two lines in the extreme ultraviolet whose ratio has been rated among the best density diagnostics in the solar spectrum. One line is an E1-allowed intercombination transition at 244.909 Å, the other an E1-forbidden M2 transition at 241.739 Å. Employing a medium and a high resolution spectrometer at the Livermore EBIT-I electron beam ion trap, we have observed the line pair in the laboratory for the first time. Using a CHIANTI model computation, the observed line ratio yields a value of the electron density that is compatible with typical densities in our device.
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1. Introduction

E1-forbidden transitions are of great interest in astrophysics, because they can be useful tools in the diagnostics of low-density environments. Among the lowest excited levels in Ar-like ions (3p53d), the 3P1,2 levels connect to the 3p6 1S0 ground level by an E1-allowed intercombination transition and an E1-forbidden M2 transition, respectively. For the highly abundant element Fe, these spectral lines are expected in the extreme ultraviolet (EUV) spectral range. Early calculations by Garstang [1] and Wagner & House [2] provided wavelength estimates of these lines. Garstang moreover calculated the M2 transition rate in Fe IX to be close to 70 s⁻¹. Such a low rate implies that the radiative decay can only be observed, if the ion has a chance to decay before it is quenched by collisions. The state-of-the-art of vacuum technology at that time would not permit observation in the laboratory.

In the 1960s, sounding rockets and later satellites began to obtain spectra of the solar corona from outside Earth’s atmosphere. The first identification of these Fe IX lines in solar corona observations was suggested by Jordan [3]. Svensson, Ekberg and Edlén [4] studied the EUV spectrum of Fe IX in the laboratory (without seeing the M2 line) and determined various energy levels with sufficient precision to corroborate Jordan’s line identifications. Behring et al. [5] obtained solar spectra by a rocket-borne spectrograph; their wavelength measurements of the two lines of present interest (241.739 Å and 244.909 Å, respectively) remain in the databases [6,7]. Although vacuum techniques have improved significantly since, the M2 transition apparently has not yet been reported from the laboratory.

The intensity ratio of the E1 intercombination transition to the M2 transition can be used as an electron-density plasma diagnostic. Storey & Zeippen [8] rate the two Fe IX lines as having the potential to be among the best density diagnostics in the solar spectrum. The interpretation of density diagnostic line ratios is particularly sensitive to uncertainties in the theoretical atomic data, because they depend on many factors, such as collisional excitation and de-excitation, radiative transition rates, and radiative cascades. Laboratory measurements are needed to benchmark the validity of the theoretical density diagnostic ratios.
The electron beam in the Livermore EBIT-I electron beam ion trap has a typical density of $10^{11} \text{ cm}^{-3}$. This is more than two orders of magnitude lower than the typical electron density in a tokamak plasma device, and it is one to a few orders of magnitude higher than the electron densities found in the quiet solar corona. The radiative transition rate of the $E1$ transition has been calculated to be on the order of $10^5 \text{ s}^{-1}$ [9], while for the $M2$ transition rate a value lower than $100 \text{ s}^{-1}$ has been predicted [1,9]. In a naive view of line intensities being proportional to the transition rate, a line ratio on the order of $10^5$ would be expected in a common laboratory plasma. In actual solar observations, the line ratio has been observed in the range from 1 to 2, which highlights the role of the level population over that of the transition rate in the contributions to the emissivity in such a low-density environment. Different collisional radiative models predict densities that vary by up to an order of magnitude for the same line ratio as a result of different treatments of the population structure. This modelling uncertainty coincides with the rather flat part of the curve for the predicted line ratio in the range of low densities (below $\approx 10^{10} \text{ cm}^{-3}$).

Laboratory measurements of this Fe IX line pair would help to resolve this issue. Because of the low radiative $M2$ transition rate, such studies require the very good vacuum of a cryogenic electron beam ion trap to reduce the effects of collisional quenching. The Livermore group has measured atomic level lifetimes in the corresponding 10-ms range with an accuracy of better than 1% [10]. This indicates that the necessary parameters of the measurement environment are being met.

2. Experiment

Our experiment was performed at the EBIT laboratory at Lawrence Livermore National Laboratory, which is the home of EBIT-I and SuperEBIT [11–13]. In these devices, a high density electron beam [14] proceeds in ultrahigh vacuum (UHV) guided by a 3-Tesla magnetic field. The electron beam has an energy spread of less than 50 eV. The electron beam passes along the symmetry axis of a Penning trap, and from the combined magnetic field and drift tube voltages, ions that are produced via electron collision from atoms in the residual gas are trapped. Iron was bled into the trap vessel as iron pentacarbonyl (Fe(CO$_5$)), under UHV conditions. The residual gas pressure was about $10^{-11} \text{ mbar}$ or better.

Time-integrated soft-X-ray spectra were obtained by using the Long Wavelength Extreme Ultraviolet Spectrometer LoWEUS [15] and the High-resolution Grazing-incidence Grating Spectrometer HiGGS [16]. Both instruments use a cryogenic CCD camera as the (27 mm wide) detector. Figure 1 shows spectra from LoWEUS, obtained at two electron beam energies, one near and one above the expected optimum production of the Fe IX spectrum. The spectrograph has a resolving power $\lambda/\Delta \lambda \approx 500$ in the wavelength range of interest. At the lower electron beam energy, the spectrum in Figure 1 shows lines at the two Fe IX wavelengths, which possibly are partly blended. The high density of spectral lines and the large changes of line intensity with the energy of the exciting electron beam suggest the possible presence of more blending lines than are known from the literature [7,17].

In order to mitigate the issue of line blending, we performed higher resolution measurements with the HiGGS instrument [16]. Sample spectra are shown in Figure 2. The spectra indicate a resolving power of 3000 in the present setting. In order to reach a low electron density that would not quench the long-lived $J = 2$ level, the electron beam current was reduced to a few mA. The CCD was exposed for 60 min, so as to accumulate sufficient signal while not suffering too many cosmic-ray background events. The tracks of the latter were largely removed by filtering the image files. The rather low signal rate is evident in Figure 2 by comparison with the detector background.
Figure 1. EUV spectra of Fe in the vicinity of the Fe IX lines of interest, obtained with the LoWEUS spectrometer at the Livermore SuperEBIT, using electron beam energies of 200 and 300 eV. Identified spectral lines are marked by the isoelectronic sequence.

Figure 2. EUV spectra of Fe in the vicinity of the Fe IX lines of interest, obtained with the HiGGS spectrograph at the Livermore EBIT-I electron beam ion trap, using electron beam energies of 110 to 210 eV. Identified Fe lines are marked by the isoelectronic sequence number. The green vertical bars mark the position of the Fe IX lines of present interest.
In one series of measurements, we varied the electron beam energy from 110 eV to 210 eV in order to explore the variations in the spectra, from well below the threshold for producing Fe IX, to near the ionisation potential of Fe VIII (151.06 eV [18]), and to energies beyond. Evidently the Fe IX spectrum is excited with the nominal electron beam energy just below the Fe VIII ionisation threshold. This likely is due to the finite width of the electron beam energy distribution in the beam, resulting in a fraction of the electrons that may exceed the threshold. At the threshold electron beam energy, the spectrum shows relatively more signal around the position of the M2 line than is seen at higher electron beam energies. This likely corresponds to the diffuse signal seen in the spectrum recorded at 110 eV (clearly below the threshold for Fe IX production), and is possibly a leftover of the many Fe VII lines known in this wavelength range [7], which must burn out in the presence of more energetic electrons. Additional data were recorded at electron beam energies of 1700 eV and 8050 eV, at which much higher charge states of Fe are reached that have lines suitable for wavelength calibration [17] (Figure 3). Alternatively, carbon dioxide (CO$_2$) injection served for calibration. The O IV lines at 238.36 Å and 238.57 Å [7,18] appeared with either gas. After a preset time, the trap voltages were altered so that the stored ion cloud was ejected, and a new trapping cycle was started.
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**Figure 3.** Same as Figure 2, but at higher electron beam energies.

3. Density Dependent Line Ratio

The goal of the experiment was to observe the two Fe IX lines and to determine their line ratio. In a measurement using a grazing-incidence grating spectrograph, the line width is usually dominated by the instrument geometry and the effective slit width, which for these experiments is typically given by the width of the electron beam, and thus it is constant across the spectrum. Consequently, multi-peak fitting for spectrum analysis may be undertaken with a single line profile function (for example, a Gaussian) of a common width. However, we have often observed additional structures at the feet of bright lines that escaped spectral identification, and we have observed lines from the decays of longer-lived excited levels that appeared broader than others. The latter effect is most pronounced among spectral lines in the visible [19]. Arthanayaka et al. [20] have interpreted the broadening by the lateral extent of the trapped ion cloud, which makes for an increased effective entrance slit width of the spectrograph. Excitation is effected by the electron beam in an EBIT, and the emission of light from the decay of short-lived...
levels occurs in the same volume (defined by the near 50 µm beam diameter and the ≈2 cm long trap), which can therefore be used as the ‘entrance slit’ in the slit-less operation of our spectrographs. Actually, the ions in the trap are not confined to the volume of the electron beam; longer-lived levels may decay well after an ion has left the vicinity of the electron beam, while it traverses the trap center on a wider path. The Fe IX M2 line, with its long upper-level lifetime (on the order of 14 ms), has no preferred emission zone close to the electron beam trajectory. Consequently, the spatial resolution of our spectrometer was able to resolve the wider emission volume. Because of this single line of higher width, the line intensities were not obtained by multi-peak fitting with a single line width, but by numerical integration over the full line profile above the estimated local background.

The results for the line ratio scatter from about 4 to about 6. The statistical errors of the individual data points are taken from the accumulated signal in each line and from the simple mathematics of calculating a ratio (relative errors add up), including the uncertainty of the background. By averaging, we find an Fe IX line ratio of 4.9 ± 0.2. According to excitation rates given in CHIANTI [21–23], a program and data package widely used, this value corresponds to an electron density $n_e$ of about $2.4 \times 10^{10}$ cm$^{-3}$ (see Figure 4), with a statistical uncertainty as small as that of the line ratio. This electron density is compatible with the results of other measurements at this EBIT [24,25]. The above simulation (for more examples, see [25]) uses a Maxwellian electron energy distribution for a temperature of $T = 0.8$ MK, which is the optimum for the production of Fe IX.

The corresponding results from the measurements at 1.7 keV and at 8 keV (Figure 3) are about 20% higher and lower, respectively, and of lower statistical significance so far. Further work is needed on the excitation functions to check for possible line blends that might affect the signal at the higher electron beam energies.
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**Figure 4.** The black curve represents the computed Fe IX line ratio on the basis of CHIANTI v9.0 data [21], as a function of particle density (see [25]). The green horizontal line represents the present line ratio measurement. The orange vertical line indicates the electron density value derived from the theoretical curve.

### 4. Discussion

The Fe IX line pair of present interest has been claimed to offer a valuable density diagnostic for corona plasmas, yet the different model predictions point to uncertainties in the underlying atomic data used to infer the electron density. Using our laboratory result for the line ratio and the CHIANTI-based model calculation, we present a value for the electron density in our experiment, which is compatible with results that we have obtained by other means [20,24,25]. The CHIANTI model is based on Maxwellian electron energy distributions, whereas the electron beam energy distribution in our experiment does not
have a similar high-energy tail. However, dedicated experiments at this electron beam ion trap have shown that the influence of the (reasonably chosen) specific electron energy distribution on the synthetic spectra is minor. The calculation would be best tested using an independent accurate and precise measure of the effective electron density. We plan to perform such experiments in the near future.
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