In situ absolute calibration of a channel electron multiplier for detection of positive ions
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A technique has been developed to determine the absolute single particle counting efficiency of a channel electron multiplier (CEM) for positively charged ions at keV energies. The calibration technique is applicable to positive ion detectors in general. Ion beam currents of C\(^{2+}\) were created by charge transfer of C\(^{3+}\) on H\(_2\) in the thin target regime. By adjusting the H\(_2\) pressure in the beam scattering chamber from 10\(^{-10}\) to 10\(^{-6}\) Torr, C\(^{2+}\) currents could be created either low enough to be detected by the CEM in the particle counting mode or high enough to be measured as a current using the CEM as a Faraday cup. The CEM counting efficiency was determined by comparing the C\(^{2+}\) count rate to the C\(^{2+}\) current, scaling by the change in H\(_2\) pressure, and also scaling by the incident C\(^{3+}\) current for each C\(^{2+}\) measurement. This method, which effectively uses the charge transfer cross section as a “transfer standard,” allows the CEM counting efficiency to be determined in situ and to be monitored accurately over extended periods of time. The calibration requires that only the relative, not the absolute, pressure change be known. The technique does not require the value of the charge transfer cross section to be known. The accuracy of the calibration technique for the present results was 10% at a confidence level considered to be equivalent to a statistical 90% confidence level. For the present work, the peak counting efficiency of a Galileo 4039 CEM for 32.5 keV C\(^{2+}\) ions was determined to be 96%. © 1995 American Institute of Physics.

I. INTRODUCTION

The channel electron multiplier (CEM) is a commonly used detector for particles and photons. The high gain, low noise, simplicity, and compact size of CEMs make them suitable for a wide range of applications. A general overview of the characteristics and applications of CEMs has been given by Kurz. Absolute single particle detection (i.e., counting) efficiencies have been reported for electrons, ultraviolet (UV) photons, x rays, and y rays (reviewed by Macau et al.), and ions.

The present work was motivated by the need to determine the absolute detection efficiency of a Galileo 4039 CEM for 32.5 keV C\(^{2+}\) ions within the tight constraints of our experimental requirements. The need for ultrahigh vacuums (10\(^{-10}\)–10\(^{-11}\) Torr) required baking the interaction chamber (and hence the CEM) for 72 h at 200 °C. Thus, a way was needed to calibrate the CEM in situ after it had been baked. Also, the high counting rates (\(\approx 1 \times 10^5\) s\(^{-1}\)) associated with the experiment required a calibration method that allowed the long term behavior of the CEM to be monitored accurately.

Two basic calibration techniques have been described in the literature. The scatter in reported peak detection efficiencies illustrates the difficulty and importance of making an accurate efficiency determination. The more common calibration technique is to place the CEM behind a Faraday cup which has a small hole in it. The CEM efficiency can then be determined by measuring the CEM count rate, the hole size, the density profile of the ion beam, and the total beam current. The less common technique is to use ion beam currents low enough to be counted in the CEM and then to be measured as a current using the CEM as a Faraday cup. Both of these calibration techniques, though, can be difficult or inconvenient to apply in a complex experimental arrangement.

The optimal experimental situation is that the CEM be calibrated under conditions as close as possible to actual data collection conditions. In applications that involve ultrahigh vacuums and alignments critical for reasons of ion optics, this requires leaving the CEM in situ and under vacuum. In such cases the ion optics of the experiment may make it difficult to determine the density profile of the beam near the CEM and also difficult to implement the insertion and retraction of the needed Faraday cup, as required by the more common calibration technique. In the case of the second calibration technique, the required measurement of femtoampere currents can be difficult, as leakage currents and background induced currents often compete with the low ion beam currents to be measured. Because of the difficulty of implementing either of the calibration techniques reported in the literature and because of our need for an in situ calibration technique which is reliable for extended periods of time, we have developed a calibration technique which uses the charge transfer cross section of C\(^{3+}\) on H\(_2\) as a “transfer standard.”

II. EXPERIMENTAL ARRANGEMENT

Although the calibration technique described here is generally applicable, it will be described in terms of an apparatus designed for measurements of electron impact exci-
FIG. 1. Diagram of the experimental apparatus. The path length of the ion beam between the preanalyzer and post-analyzer is $21 \pm 3$ cm.

A potential of $-30$ V was applied to the grid to minimize the loss of secondary electrons from the CEM cone. The CEM was also biased $+9$ V to minimize further the loss of secondary electrons. No electrical connections were made to the CEM tail in order to prevent possible leakage currents or paths to ground other than through the electrometer. To determine that the CEM was collecting the entire ion beam, the beam was scanned horizontally and vertically across the CEM and the currents from the CEM and aperture were monitored.

The efficiency of the CEM as a Faraday cup was determined by comparing the current measured by the CEM (correcting for the grid in front of the CEM) to the total ion beam current as measured with the beam probe. The ion beam was sampled at points in space 0.2-0.5 mm apart using the probe Faraday cup which has an aperture $\sim 0.25$ mm in diameter. The current flux at each point was computed by dividing the measured current by the area of the aperture. The Faraday cup of the beam probe was biased positively to minimize the loss of secondary electrons. The optimal bias voltage ($+9$ V) was determined while measuring the beam probe Faraday cup current and increasing the bias voltage until no further change was detected in the measured current. The total beam current was determined by integrating the flux measurements. The accuracy of the comparison between the two current measurements was limited by the uncertainty in the beam probe aperture area (7% at the 90% confidence level), by the uncertainty in the beam probe biasing technique (2%), and by the ion beam stability (3%). Treating these as random-sign errors and adding them in quadrature yields an 8% total uncertainty. An efficiency of 100% for the CEM as a Faraday cup was consistent with the results and was adopted for the present calibration.

For single particle counting (Fig. 3), a positive bias voltage (2.3–3.3 kV) was applied to the CEM tail and the signal pulses were capacitively coupled to an amplifier chain consisting of an Ortec 9301 preamplifier and two stages of an EG&G AN201/N quad amplifier. The output of the final amplifier was connected to an Ortec 473 constant fraction discriminator which was in turn connected to an Ortec 772...
counter. The grid and cone voltages were kept nearly identical to help insure a uniform detection response across the CEM opening. A 1 MΩ resistor between the grid and the CEM caused an insignificant voltage difference (~4 V) between the two. The dc bias current through the CEM was monitored as a function of counting rate by measuring the voltage drop across this 1 MΩ resistor which was connected in series between the CEM cone and ground. The counting response of a CEM is expected to become nonlinear for incident particle rates large enough to change the bias current by more than 10%. Because of the high counting rates (up to $3 \times 10^5$ s$^{-1}$) associated with the experiment, it was necessary to run the CEM in a “low-gain” mode to ensure linearity of the CEM counting response. The CEM was therefore operated at the edge of the plateau on the count-rate versus detector-voltage curve. Hence, a slight degradation in the gain could cause a significant change in the CEM detection efficiency. The ability to monitor the efficiency over time, thus, became crucial to the experiment. Most of the CEM calibration reported below was carried out at high count rates with the CEM run in the low-gain mode in order to simulate experimental operating conditions.

Previously reported CEM calibration techniques for ion detection (described in Sec. I) show that detection efficiencies near unity are expected for ion energies $\approx 3$ keV. Those reported results were carried out with CEMs run in a “high-gain” mode. To allow the present CEM calibration and the technique to be compared with these previous results, the CEM was also calibrated at low count rates ($\approx 1 \times 10^5$) in a high-gain mode. This allowed the peak CEM detection efficiency to be determined. The only real difference between the high-gain and low-gain modes was the bias voltage applied to the CEM. In the low-gain mode the CEM was run at voltages between 2.3 and 2.7 kV while in the high-gain mode the CEM was run at voltages of up to 3.3 kV. A pulse height analysis was performed to select the CEM operating voltage, amplifier settings, and discriminator levels for each mode.

III. CALIBRATION TECHNIQUE

Charge transfer of C$^3+$ on H$_2$ can be written as

$$C^3+ + H_2 \rightarrow C^2+ + [H_2 \text{ products}]^+.$$  (1)

To calibrate the CEM, it was first used in the particle counting mode to detect charge transfer created C$^2+$ ions in the thin target regime. The rate of detected C$^2+$ ions is given by

$$R_{C^2+} = e \sigma n_{H_2}(p) \frac{I_{C^3+}}{3e},$$  (2)

where $R_{C^2+}$ is the C$^2+$ detection rate, $e$ is the detection efficiency of the CEM, $\sigma$ is the charge transfer cross section for 32.5 keV C$^3+$ ions on H$_2$, $l$ is the path length of the ion beam through the gas, $n_{H_2}(p)$ is the number density of H$_2$ molecules at an H$_2$ pressure $p$, $I_{C^3+}$ is the C$^3+$ current, and $e$ is the unit charge. To account for any C$^2+$ created by charge transfer with gas other than hydrogen in the interaction chamber or by surface scattering, $R_{C^2+}$ was measured as a function of the change in H$_2$ pressure. The change in the C$^2+$ rate, $\Delta R_{C^2+}$, is given by

$$\Delta R_{C^2+} = e \sigma n_{H_2}(\Delta p) \frac{I_{C^3+}}{3e},$$  (3)

where $\Delta p$ is the H$_2$ pressure change.

The pressure was measured using a Varian UHV-24 Bayard-Alpert-type nude ionization gauge. The gauge is expected to have a linear response from $2 \times 10^{-10}$ to $1 \times 10^{-5}$ Torr.$^{20,21}$ The ion gauge was calibrated for measuring N$_2$ pressures. The actual change in H$_2$ pressure, $\Delta p$, is given by

$$\Delta p = \frac{\Delta p_g}{G},$$  (4)

where $\Delta p_g$ is the pressure change measured by the ion gauge, and the gauge constant $G$ is the sensitivity of the gauge for H$_2$ relative to its sensitivity for N$_2$.^{20}

Ideally it should be possible from Eq. (3) to determine $e$. Given the charge transfer cross section, the path length, and the H$_2$ number density, then one could determine $e$ by measuring the C$^2+$ rate and the C$^3+$ current. However, the charge transfer cross section is not known well enough to use that approach. Charge transfer of C$^3+$ on H$_2$ and D$_2$, near the energy of interest here, has been studied by a number of experimenters$^{22-25}$ and reported cross section values differ by nearly a factor of 2.

To avoid any uncertainties due to the range of reported charge transfer cross sections, we carried out a series of charge transfer measurements at pressures in the $10^{-6}$ Torr range, using the CEM as a Faraday cup, and measuring the charge transfer created current $I'_{C^2+}$ as a function of the H$_2$ pressure change $\Delta p'$. Following the example of Eq. (3) we have

$$\Delta I'_{C^2+} = \frac{2}{3} \sigma n_{H_2}(\Delta p') I'_{C^3+},$$  (5)

where the CEM efficiency as a Faraday cup has been taken to be 100% (see Sec. II). Using the ideal gas law we can determine the increase in the H$_2$ number density versus pressure change

$$n_{H_2}(\Delta p) = \frac{\Delta p}{kT},$$  (6)

where $k$ is the Boltzmann constant and $T$ the temperature. Equations (3)–(6) can then be combined to yield the absolute CEM efficiency

$$e = \frac{2e}{I'_{C^3+}} \frac{\Delta R_{C^2+}}{I_{C^3+}} \frac{\Delta I'_{C^2+}}{\Delta p_g}.$$  (7)

There are several advantages to this method for determining the CEM counting efficiency. First, the quantities on the right-hand side of Eq. (7) are all easily measurable. Second, the effects of the grid in front of the CEM, present for the $\Delta R_{C^2+}$, $I_{C^3+}$, $\Delta I'_{C^2+}$, and $I'_{C^3+}$ measurements, cancel out. Third, and most importantly, the parameters least accurately known (the charge transfer cross section $\sigma$, the path length $l$, and the absolute H$_2$ pressure) cancel out in Eq. (7). Lastly, $\Delta R_{C^2+}$ and $I_{C^3+}$ do not need to be measured close in time to when $\Delta I'_{C^2+}$ and $I'_{C^3+}$ are measured. This allows for the counting efficiency to be monitored over extended periods of time.
In fact, the only requirements for the validity of Eq. (7) are that the entire C_{2+} and C_{3+} beams be collected by the CEM and that the ionization gauge response be linear over the pressure range of interest and remain constant over time.

IV. RESULTS

The CEM was calibrated in the low-gain and high-gain modes described in Sec. II. A typical plot of the number of C_{2+} ions detected by the CEM in the low-gain mode is shown in Fig. 4 as a function of ion gauge pressure (in the 10^{-10} Torr range). Data were taken (not shown) which demonstrated that the CEM in the low-gain mode was linear up to count rates of nearly 3 \times 10^5 s^{-1}. Figure 5 shows a typical plot of the C_{3+} current measured by the CEM as a function of ion gauge pressure in the 10^{-6} Torr range. The data are corrected for a small (\sim 0.04 nA per 10^{-6} Torr) systematic positive background current. This background current had a linear dependence on pressure and was associated with the ion pump on the scattering chamber.

The CEM detection efficiency was determined from a number of data runs similar to those shown in Figs. 4 and 5.

The uncertainties associated with the CEM calibration are listed in Table I. Uncertainties are quoted at a confidence level which is taken to be equivalent to a statistical 90% confidence level. The accuracy of the beam probe measurements of the total C_{3+} current is discussed in Sec. II. It is estimated that 3\% of the measured beam current is actually C_{2+}. This contamination is not a source of uncertainty for the CEM calibration because it is expected to affect the initial currents \(I_{C_{2+}}\) and \(I_{C_{3+}}\) equally and so the contamination factor cancels out in Eq. (7). Similarly, the effect of any excited states of C_{3+} in the ion beam would also cancel out in Eq. (7). O_{4+} can also charge transfer off the added H_{2} gas creating O_{3}. However, O_{3} is not expected to contaminate the C_{2+} signal because the resolving power of the post-analyzer is sufficient to separate the C_{2+} from the O_{3}. The dominant uncertainty in the pressure measurements was the accuracy to which the H_{2} pressure could be kept stable. Treating the uncertainties as random-sign errors and adding them in quadrature yields a total uncertainty of 10\%.

In the high-gain mode, the peak CEM efficiency was determined to be 96\%. The high counting rates encountered during the experiment required that the CEM be run at low gain to prevent its counting rate response from becoming non-linear. For the present work, in the low-gain mode, an efficiency of 80\% was initially determined. During the time over which data were collected, the efficiency dropped to 56\%, but a sizable fraction of the loss in detection efficiency could be recovered by increasing the bias voltage applied to the CEM. This behavior is typical of a CEM as it ages.

The uncertainties associated with the CEM calibration are listed in Table I. Uncertainties are quoted at a confidence level which is taken to be equivalent to a statistical 90% confidence level. The accuracy of the beam probe measurements of the total C_{3+} current is discussed in Sec. II. It is estimated that 3\% of the measured beam current is actually O_{4+}. This contamination is not a source of uncertainty for the CEM calibration because it is expected to affect the initial currents \(I_{C_{2+}}\) and \(I_{C_{3+}}\) equally and so the contamination factor cancels out in Eq. (7). Similarly, the effect of any excited states of C_{3+} in the ion beam would also cancel out in Eq. (7). O_{4+} can also charge transfer off the added H_{2} gas creating O_{3}. However, O_{3} is not expected to contaminate the C_{2+} signal because the resolving power of the post-analyzer is sufficient to separate the C_{2+} from the O_{3}. The dominant uncertainty in the pressure measurements was the accuracy to which the H_{2} pressure could be kept stable. Treating the uncertainties as random-sign errors and adding them in quadrature yields a total uncertainty of 10\%. This uncertainty of 10\% does not represent the maximum accuracy of the present calibration technique. With some small improvements to the beam probe and the pressure stability, the accuracy of the calibration technique could easily be improved by at least a factor of 2.

As a check on the calibration technique, it was possible to use Eq. (5) to determine the C_{3+} on H_{2} charge transfer cross section. The value of the gauge constant used (0.48 \pm 0.06) was the average from a range of quoted gauge constants for H_{2}. The major uncertainties in determining the charge transfer cross section are due to the path length (14\%), the H_{2} pressure reading (6\%), the total beam current (7\%), the O_{4+} contamination factor (1\%), and the gauge constant (estimated to be 15\%, although it may be larger). Adding these uncertainties in quadrature results in a 23\% total uncertainty. The charge transfer cross section determined from Eq. (5) was \((8.9 \pm 2.0) \times 10^{-16}\) cm^{2}. This value lies within the range of reported cross sections.\textsuperscript{22-25}
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