Measurements of the effective electron density in an electron beam ion trap using extreme ultraviolet spectra and optical imaging
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In an electron beam ion trap (EBIT), the ions are not confined to the electron beam, but rather oscillate in and out of the beam. As a result, the ions do not continuously experience the full density of the electron beam. To determine the effective electron density, ne,eff, experienced by the ions, the electron beam size, the nominal electron density ne, and the ion distribution around the beam, i.e., the so-called ion cloud, must be measured. We use imaging techniques in the extreme ultraviolet (EUV) and optical to determine these. The electron beam width is measured using 3d \rightarrow 3p emission from Fe xi and xii between 185 and 205 Å. These transitions are fast and the EUV emission occurs only within the electron beam. The measured spatial emission profile and variable electron current yield a nominal electron density range of ne \sim 10^{11}–10^{13} cm^{-3}. We determine the size of the ion cloud using optical emission from metastable levels of ions with radiative lifetimes longer than the ion orbital periods. The resulting emission maps out the spatial distribution of the ion cloud. We find a typical electron beam radius of \sim 60 µm and an ion cloud radius of \sim 300 µm. These yield a spatially averaged effective electron density, ne,eff, experienced by the ions in EBIT spanning \sim 5 \times 10^{9}–5 \times 10^{11} cm^{-3}. Published by AIP Publishing. https://doi.org/10.1063/1.5036758

I. INTRODUCTION

Electron density ne is a fundamental parameter controlling the behavior of plasmas. Knowledge of ne is needed for studies of astrophysical and laboratory plasmas. Spectroscopy is often used to measure ne from ratios of emission line intensities, with at least one line being density sensitive. Essentially all such diagnostics are based on theoretical calculations for the relevant collisional excitation and de-excitation processes, radiative transition rates for the atomic levels involved, and cascade contributions from higher levels, but densities predicted using different atomic models can differ from one another by factors of up to an order of magnitude or more.1 This limits our ability to understand and model the underlying physics of the observed plasmas.

To address this issue, we are benchmarking several spectroscopic density diagnostics, with an emphasis on Fe M-shell line intensity ratios relevant to solar physics. For this, we are using the Lawrence Livermore National Laboratory (LLNL) EBIT-I,2–4 which enables us to study line ratios versus electron density. Such studies require reliable measurements of the effective electron density, ne,eff, experienced by the ions in the device. The effective electron density accounts for the fact that the trapped ions spend a portion of their time outside the electron beam and thus do not see the full density contained in the beam.

To clarify, the effective density is not an issue for the observed dipole transitions commonly used for the density diagnostics. These dipole transitions can only be excited in the electron beam. Moreover, these levels decay so fast that the photon emission occurs only while the ions are in the beam. Rather, the issue relates to the ground and metastable levels out of which occurs the excitation to the dipole-allowed upper levels. The population of these lower levels is affected by the time that the ions spend outside the electron beam relative to the lifetime of the metastable level.

Here we describe how we measure the electron beam and ion cloud profiles in EBIT-I and derive ne,eff. Section II describes the EBIT-I configuration. Section III discusses how we calculate the effective electron density. Section IV presents the imaging systems. Section V presents representative results. Section VI discusses our results.

II. EXPERIMENTAL OVERVIEW

EBIT-I is designed to study the interaction of highly charged ions with electrons by directly observing the emitted spectra. It has been described extensively elsewhere.2–4 Here we discuss only those aspects of the device that are most relevant to the present results.

EBIT-I is a cylindrical trap with a 3 T axial magnetic field guiding a quasi-monoenergetic electron beam, running along the axis, and compressing it to a diameter of \sim 60 µm. The electron beam forms a negative potential well that radially confines positively charged ions. By varying the beam current, the nominal electron density can be varied5 from
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III. EFFECTIVE ELECTRON DENSITY

The geometrically averaged electron beam density \( n_e \) is given by

\[
\frac{n_e}{I_e} \sim \frac{1}{2} \pi r_e^2 e v_e.
\]

Here \( I_e \) is the measured electron beam current, \( r_e \) is the average electron beam radius, \( e \) is the unit charge, and \( v_e \) is the velocity of the beam electrons. \( I_e \) is measured using an ammeter connected to the electron beam collector. The electron velocity is determined from the space-charge corrected beam energy.

The electron beam radius is taken to be \( r_e = \Gamma_e / 2 \), where \( \Gamma_e \) is the full width at half maximum (FWHM) of the electron beam. This approach assumes a uniform electron beam density.

The ions, however, experience an effective electron density \( n_{e,\text{eff}} \) that is smaller than \( n_e \), due to the oscillation of the trapped ions through the electron beam. The spatially averaged effective electron density \( n_{e,\text{eff}} \) is given by

\[
\frac{n_{e,\text{eff}}}{I_e} = \frac{4}{\pi} \frac{e}{\Gamma_e^2 + \Gamma_i^2} v_e.
\]

Here \( \Gamma_i \) is the FWHM of the ion cloud. Hence, in order to determine \( n_{e,\text{eff}} \), we need to measure both \( \Gamma_e \) and \( \Gamma_i \).

IV. IMAGING SYSTEMS

A. EUV high resolution grating spectrometer

To determine the electron beam radius and, in turn, the nominal density, we used EBIT-I’s high resolution grazing-incidence grating spectrometer (HiGGS) to measure Fe xx and Fe xiii EUV emission. The HiGGS uses a grating of 2400 lines/mm and a radius of curvature of \( R = 44.3 \) m. The dispersed emission was recorded with a liquid-nitrogen-cooled charge-coupled device (CCD). The spacing between the pixel centers on the CCD is 20 \( \mu \)m. The observed spectrum was centered on \( \sim 195 \) Å. Additional details of the HiGGS and the lines predicted in this range have been published previously.

The collected EUV emission was generated by electron-impact excitation (EIE) of the trapped Fe ions. The resulting dipole-allowed radiative decays are fast, typically \( \sim 5 \times 10^{10} \) s\(^{-1} \) for the Fe xx and Fe xiii lines observed here.

This time scale is much shorter than the travel time of the ions through the electron beam. The ion temperature is \( T_i \leq 10 q \) eV, where \( q \) is the charge of the trapped ion.

For the ions considered here, \( T_i \leq 140 \) eV, resulting in a travel time of the ions through the electron beam of \( \sim 2 \times 10^{-9} \) s. Hence, the EUV emission originates from within the electron beam, whose narrow diameter serves as an effective entrance slit for the spectrometer. No additional slit was needed.

Each spectral line thereby provides an image of the electron beam. The CCD position was varied to identify the optimal instrumental focus, to provide the most reliable electron beam diameter measurements. At the best focusing found in the 185–205 Å range, the spectrometer has a magnification of 1.00 ± 0.05. Here and throughout all uncertainties are quoted at a 1\( \sigma \) confidence level.

Additional contributions to the line widths are insignificant. The natural widths are much smaller than the line width due to the electron beam diameter. Doppler broadening from the ion motion in EBIT is also not significant. For the ions studied, \( T_i \leq 140 \) eV, corresponding to a line width of less than \( \sim 0.023 \) Å. This is smaller than the measured line widths of \( \sim 0.050 \) Å. Hence, the observed line width is primarily due to the electron beam diameter. Subtracting in quadrature, the...
Doppler contribution to the line width reduces the measured beam diameter by less than \( \sim 10\% \).

A typical CCD image of an HiGGS spectrum is shown in Fig. 2. These data, collected using an electron beam of \( \approx 375 \) eV and 5 mA, are primarily due to Fe\( ^{xii} \) and \( ^{xiii} \). For data reduction, the image was first rotated by 1.1° to account for the slight misalignment between the electron beam and the vertical pixel columns in the CCD. The edges of the CCD image were then cropped so that the new edges were perpendicular and parallel to the imaged spectral lines. Next, cosmic rays were removed. Finally, the background was subtracted out, yielding images such as in Fig. 2.

Spectra are generated by collapsing the corrected CCD images onto the horizontal axis (Fig. 3). In Sec. V, we discuss how we fit the measured line shapes in such spectra in order to determine the electron beam diameter.

### B. Optical system

The visible light imaging system is similar to that used previously on EBIT-I\(^1\,^{12,13} \). The first element is a bandpass filter centered at 530 nm with a bandwidth of 10 nm. This eliminates most of the visible light from fast transitions in background atoms and ions. It also eliminates much of the stray light due to the glow of the electron beam cathode. The filter is followed by a plano-convex lens with a focal length of 50.1 ± 0.5 cm and then a liquid-nitrogen-cooled CCD. The spacing between the pixel centers on the CCD is 20 \( \mu \)m. The magnification of the setup is 3.05 ± 0.06.

The optical system was used to monitor EIE emission from metastable levels in Fe\( ^{xiv} \). The line observed was the \( 3s^23p^2(5P_{3/2}) \rightarrow 3s^23p^2(5P_{1/2}) \) transition at 530.29 nm. The radiative lifetime of the upper level in this transition is \( 16.7 \) ms\(^1\,^{14,15} \). The ions are excited within the electron beam. But the long lifetime of this metastable level results in the ions radiatively relaxing randomly along their orbits. Hence, the observed emission spans the stored ion cloud and provides a measure of the spatial distribution of the trapped ions.

In order to accurately determine the effective electron density experienced by the trapped ions, it is preferable to measure both the electron beam and ion cloud profiles using the charge state of interest. We plan to benchmark for solar physics several commonly used Fe\( ^{xii} \) and \( ^{xiii} \) electron density diagnostics. Hence, it would have been preferable to measure the ion cloud using the metastable Fe\( ^{xii} \) \( 3s^23p^2(5P_{2/5}) \rightarrow 3s^23p^2(5P_{2/5}) \) line at 307.20 nm and the Fe\( ^{xiii} \) \( 3s^23p^2(1D_2) \rightarrow 3s^23p^2(3P_2) \) line at 338.81 nm. But these two lines were too weak to detect. Fortunately, given the small difference in charge state between Fe\( ^{xii}, ^{xiii}, \) and \( ^{xiv} \), we expect the ion clouds for Fe\( ^{xii}, ^{xiii} \) to be nearly identical to that measured for Fe\( ^{xiv} \)\(^16\).

A typical optical image of the trapping region is shown in Fig. 4. These data were collected simultaneously with those...
shown in Figs. 2 and 3 and reduced using the same processes (cosmic ray removal, background subtraction, rotation by 0.5°, and cropping), as described above.

Line outs of the ion cloud images were generated by collapsing the corrected CCD images onto the horizontal axis (Fig. 5). Here we used only the top half of Fig. 4 to avoid the effects of the elevated background in the lower right-hand corner of Fig. 4. We attribute this elevated background to light reflecting off of the middle drift tube. In Sec. V B, we discuss how we fit the imaged cloud in order to determine the distribution of the ions.

V. RESULTS

A. Electron beam diameter

An EUV lineout of the electron beam is shown in Fig. 6, extracted from the spectrum shown in Fig. 2. The width scale on the x axis is calculated using the CCD pixel spacing and the magnification of the system.

The Fe xii \( 3s^23p^2(1^3P)3d(4^2P_{3/2}) \rightarrow 3s^23p^3(4^2S^o_{3/2}) \) transition at 195.12 Å is the strongest line. On the long wavelength side is the \( 3s^23p^3(1^3D)3d(2^3D_{3/2}) \rightarrow 3s^23p^3(1^3D_{3/2}) \) transition in Fe xii at 195.18 Å. Two weak lines at 195.00 and 195.05 Å are unidentified. We fit the four lines using Gaussian shapes, with the widths of all the four linked together. The resulting FWHM was found to be \( \Gamma_e = 58.0 \pm 4.8 \mu m \). This is in good agreement with previous LLNL measurements using a slit to image the beam in X-rays.\(^\text{17,18}\)

B. Ion cloud size

The ion cloud image in Fig. 5 is broad and asymmetric. The FWHM is 354 \( \mu m \), but the shape suggests that there are multiple components and that this FWHM is unlikely that of the Fe xiv cloud. So we have approximated the image using two Gaussians with different widths. Figure 5 shows our fit. We find a narrow Gaussian base with a FWHM of \( \Gamma_{in} = 278 \pm 3 \mu m \) and of a broad Gaussian base with a FWHM of \( \Gamma_{wb} = 1544 \pm 16 \mu m \).

We attribute the narrow Gaussian to metastable Fe xiv emission and the asymmetry and broader base, in part, to aberrations in the lens as well as a slight misalignment of the lens plane relative to the object plane. We independently tested the optical system by imaging a slit of width 216 ± 13 \( \mu m \). The resulting image could be well fit using a narrow Gaussian with a FWHM of \( \approx 200 \pm 20 \mu m \) and a broader Gaussian with a FWHM between -500 and 800 \( \mu m \) and with a centroid that shifted relative to that of the narrow Gaussian as the lens plane was adjusted. The good agreement between the width of the narrow Gaussian and the slit width gives us confidence that the aberrations and misalignments in the optical system have less than a 10% effect on the measured ion cloud width.

Additional contributions to the asymmetry and broad base of the image may be due to reflection from the drift tube and emission from metastable levels in Fe iii, vi, and vii. These three ions have metastable levels that emit within the bandpass of our optical filter.\(^\text{10}\) Although the ionization energy of these ions is lower than that for Fe xiv formation, the continuous gas injection results in a constantly replenishing population of charge states significantly below Fe xiv. These lower charged ions are less strongly bound in the trap than Fe xiv. As a result, their orbits may be wider than the more strongly trapped Fe xiv.

C. Effective electron density

The nominal value of \( n_e \) is given by Eq. (1). For the Fe xii data shown earlier, we find \( n_e \approx 1.0 \times 10^{12} \text{ cm}^{-3} \). The ions, however, experience an effective electron density \( n_{e,eff} \) that is smaller than \( n_e \). The spatially averaged effective electron density \( n_{e,eff} \) is given by Eq. (2), where we set \( \Gamma_i = \Gamma_{in} \).

\[
\Gamma_i = \frac{1}{2} \left( \Gamma_{in} + \Gamma_{wb} \right)
\]

This yields \( n_{e,eff} = 3.0 \times 10^{10} \text{ cm}^{-3} \).

The quantity that we actually need in order to benchmark spectroscopic electron density diagnostics is the time-average effective electron density experienced by the ions in the trap. We plan in the near future to computationally simulate the ion trajectories in EBIT-I and determine the relationship between the spatially and time-averaged effective electron densities.

VI. DISCUSSION

Our results here provide an important exploration of potential systematic issues related to electron beam and ion cloud measurements in an EBIT. Earlier measurements have been reported using a compact EBIT (CoBIT),\(^\text{7}\) but with different operating conditions and diagnostics. For instance, the magnetic field in CoBIT is 0.2 T, compared to our 3 T. As a result the electron beam and ion cloud diameters are \( \sim 4 \) times larger in CoBIT than in EBIT-I. To measure their electron beam diameter, the CoBIT group used an EUV pinhole camera and found the beam shape to be asymmetric. They attribute this to a misalignment of the magnetic field and drift tubes in CoBIT. Here we use EUV spectroscopy and find the beam to be symmetric in shape, supporting their suggestion of a misaligned machine. For the ions, the CoBIT group measured the cloud shape using visual spectroscopy, observing a specific transition in Fe xi. Here we use a narrow-band filter centered on a specific transition in Fe xiv. Their measurements and ours both found that the ion cloud is asymmetric and that...
the image sits on top of a broad background that is not flat. In our case, these issues are likely due to optical aberrations and misalignment.

Typical EBIT-I operating conditions generate nominal densities of $n_e \sim 10^{11} - 10^{13} \text{ cm}^{-3}$. Based on our measured electron beam and ion cloud diameters, we expect to be able to generate spatially averaged effective electron densities of $n_{e,\text{eff}} \sim 5 \times 10^9$ to $5 \times 10^{11} \text{ cm}^{-3}$, which are typical of the solar corona. EBIT-I is thus well poised to study many electron density diagnostics relevant to coronal physics studies.
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