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We present new electron-impact ionization (EII) data for neutral atomic nitrogen. The
atom is treated as a 67-state system, incorporating Rydberg values up to n = 20. State-specific
cross sections for the first three states are from published B-spline R-matrix-with-pseudostates
results. We have performed binary-encounter Bethe calculations for the remaining 64 states.
These data are designed formodeling the hypersonic chemistry that occurswhen a space vehicle
enters Earth’s atmosphere frombeyond orbit. The cross sections have been convolved into state-
specific thermal rate coefficients and fit with the commonly-used Arrhenius-Kooij formula for
ease of use in shock-heated air plasma models. Additionally, we provide rate coefficients for a
reduced 10-state system for use in coarse-grain models. Using detailed balance, these fine- and
coarse-grain data can also be used to generate state-specific rate coefficients for three-body
electron-ion recombination, the time reverse process of EII.

I. Nomenclature

a0 = Bohr radius (5.292×10−9 cm)
B = binding energy
Bi = binding energy of the target electron for state i
B̃j = binding energy for grouped state j
Ei = excitation energy for state i
Ẽj = excitation energy for grouped state j
Emax = maximum excitation energy included in a particular structure model
f (T,Te) = Maxwell-Boltzmann electron energy distribution
f1 = amplitude fitting parameter used in the Drawin equation
f2 = logarithm fitting parameter used in the Drawin equation
gi = statistical weight for state i
i = state number
J = total angular momentum
j = grouped state number
kB = Boltzmann constant (8.617×10−5 eV K−1)
ki = EII rate coefficient for state i
L = total orbital angular momentum
` = orbital angular momentum quantum number
me = electron mass (511.0 keV/c2)
N = occupation number of electrons in the target n` orbital
n = principal quantum number
nmax = maximum principal quantum number included in a particular structure model
p = linear momentum
R = Rydberg energy (13.61 eV)
S = total spin angular momentum
|s | = reduced dipole length
T = collision energy
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t = reduced collision energy (T/B)
Te = electron temperature
Tmax = maximum integration energy for the Maxwell-Boltzmann electron energy distribution
tmax = reduced maximum integration energy (Tmax/B)
U = average orbital kinetic energy (〈p2/2me〉)
Ui = average orbital kinetic energy of the target electron for state i
u = reduced average orbital kinetic energy (U/B)
ve = electron collision velocity
αi = Arrhenius-Kooij formula pre-exponential factor for state i
βi = Arrhenius-Kooij formula temperature power for state i
γi = Arrhenius-Kooij formula activation parameter for state i
σi = total EII cross section for state i
σDI,i = direct ionization (DI) cross section for state i
σEA,i = excitation-autoionization (EA) cross section for state i
σ(n`) = EII DI cross section for an n` electron

II. Introduction

Space vehicles returning to Earth from beyond orbit enter the atmosphere at hypersonic velocities (greater than Mach
5). The resulting shock front generates a high temperature reactive plasma flowing past the vehicle (a flow field

with temperatures on the order of 10,000 K). This intense heat is transferred to the capsule by radiative and convective
means. Modeling the processes that a vehicle undergoes as it passes through the atmosphere and designing spacecraft
to withstand these conditions requires an accurate understanding of the underlying nonequilibrium high temperature
chemistry [1].

Especially important is the chemistry of nitrogen, which is the dominant element in Earth’s atmosphere. Atomic N
line emission can be a major source of radiative heating during atmospheric entry, particularly in the afterbody region of
the vehicle (i.e., downstream from the leading edge or forebody) [2]. Vacuum ultaviolet (VUV) line emission, in the
∼ 100 − 200 nm bandpass, is predicted to contribute over 85% of the total heating of the afterbody [3].

Recent work by West et al. [2] indicates that this predicted heat flux is highly sensitive to the calculated number
density of neutral atomic N. This number density depends, in part, on the reaction

N + e−
f−⇀↽−
b

N+ + e− + e−. (1)

Electron-impact ionization (EII), the forward reaction (f), ionizes N atoms in the forebody region of the flow field. In
the afterbody region, N+ undergoes the backward reaction (b), three-body electron-ion recombination (TBR). Reliable
TBR data are needed in order to accurately quantify the N number density in the afterbody region and the associated
heating of the capsule. These TBR data are calculated from the corresponding EII data using detailed balance through
the principle of micro-reversibility. Hence, uncertainties in the EII data affect the TBR data, the predicted N abundance,
and thereby the predicted radiative heating of the afterbody.

In the work of West et al. [2], they use a global (i.e., effective) rate coefficient for EII of atomic N, implicitly
approximating the gas as being in a quasi-steady state (QSS). This practice of assuming that a given species can
be modeled using a single EII rate coefficient is often necessary in order to make hypersonic entry models more
computationally tractable. West et al. assign an order of magnitude uncertainty to the N EII rate coefficient used. They
also report that a ∓50% change in the N EII rate coefficient can cause up to a +125

−50 % change, respectively, in the radiative
heat flux on the afterbody. These effects would likely be even more severe if the full order of magnitude uncertainty were
included. Clearly, reliable N EII data are needed in order to accurately predict the radiative heat flux on the afterbody of
an entry vehicle.

More sophisticated hypersonic chemical models of atomic N employ a collisional-radiative (CR) approach and treat
the various electronic states of N as independent species [4–12]. However, this requires reliable EII data for a large
number of states. The issue then arises of how to generate these data [13]. Laboratory measurements, at best, can
provide unambiguous data only for the ground state [14, 15]. Often they yield ambiguous results due to the presence of
an unknown fraction of metastable states in the target [16]. Ultimately, theory must be relied on to generate the needed
EII data; but many of the past approaches used are of questionable accuracy, as we discuss below.
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Table 1 A selection of the published structure models for EII of atomic N. Listed are the model references, the
number of states i included, the energy of the last bound state (Emax), the highest Rydberg number (nmax) and
the EII source used.

Number EII source
Model of states Emax (eV) nmax i = 1 i = 2 − 3 i ≥ 4
Taylor & Ali [8] 13 12.36 3 Drawin [17] Drawin [17] Drawin [17]
Kunc & Soon [9] 14 12.92 4 Brook et al. [16] Sobelman et al. [18] Gryziński & Kunc [19]
Johnston [11] 35 14.412 10 Drawin [20] Drawin [20] Drawin [20]
Park (1973) [6] 35 14.499 20 Lotz [21] Lotz [21] Lotz [21]
Park (1968) [5] 41 14.463 14 Gryziński [22] Gryziński [22] Gryziński [22]
Bourdon & Vervisch [10] 43 14.463 14 Brook et al. [16] Sobelman et al. [18] Gryziński & Kunc [19]
Panesi et al. [12] 46 14.331 9 Tawara & Kato [23] Kim & Desclaux [24] Drawin [25]
Potapov et al. [7] 63 14.350 9 Thomson [26] Thomson [26] Thomson [26]
Present work 67 14.522 20 Wang et al. [27] Wang et al. [27] Hwang et al. [28]

Here we present new EII calculations for neutral atomic N. The atom is treated as a 67-state system, incorporating
Rydberg values up to n = 20. For use in coarse-grain simulations, we also present a reduced-model structure, which
combines our 67 states into 10 groupings. We provide both sets of results in a format that can be readily integrated into
chemical models. The rest of the paper is organized as follows. Section III briefly reviews past electronic structure
models for atomic N and presents the model we use here. Section IV highlights important aspects of the EII process, the
state-of-the-art for experimental and theoretical studies, and presents our new EII calculations. Section V compares our
cross section results to those from earlier approaches used to generate N EII data. Section VI reports our new thermal
EII rate coefficients and the fits to the data. Lastly, Section VII summarizes our results.

III. Electronic Structure Model
Numerous structure models for atomic N have been presented in the literature for use in CR models of air plasmas

formed during entry into Earth’s atmosphere. Table 1 gives a broad selection of the published models, listed by
increasing number of states included. We have used these previously published results as a guide in developing our own
structure model. In particular, we have built on the work of Park [5] and Panesi et al. [12], adding in missing states,
and following the lead of Park [6] by extending the structure up to the n = 20 Rydberg state. Potapov et al. [7] also
presented a model with nearly as many states as ours. Unfortunately they do not adequately describe their structure
model for us to use as a detailed guide.

In Table 2 we present our 67-state model for the structure of atomic N. For each state i we give the configurations
(and terms) included, the statistical weight gi , the excitation energy Ei above the ground state (i = 1), the binding or
ionization energy Bi , and the average orbital kinetic energy Ui . States are denoted by their configuration and, when
specified, specific LS term(s). Here L is the total orbital angular momentum and S is the total spin angular momentum.
States for which no terms are listed are assumed to comprise all possible LS terms for the given configurations. Note
that we do not specify the total angular momentum J values, which are designated in spectroscopy as levels.

The required values of Ui were obtained using multiconfiguration Hartree-Fock (MCHF) calculations [29]. For the
binding and excitation energies, we used the NIST database [30] where data were available. Those data are presented
for levels J, although such a degree of detail is not necessary for our work. In order to represent Bi and Ei for an LS
term, we statistically average over the J levels within the term. For the states in Table 2 that are comprised of more than
one term, we statistically average over the available LS term data to obtain the corresponding binding and excitation
energies.

The NIST database did not include all data needed for our 67 states, and in general many high-lying states had
limited experimental data available. We obtained values of Bi and Ei for state 40 by statistically averaging the data
from Erikkson [31]. In a similar manner, for states 42, 48, 51, 54 and 56 we used data from de Beer et al. [32], which
correspond, respectively, to np terms for n = 6, 7, 8, 9, and 10. We also use their data for states 46 and 50, which are
given for a limited set of terms in ` = 3. We generalize these ` = 3 data by assuming that they are well-representative of
the binding and excitation energies of the composite state. A similar procedure was followed for states 53, 57, 58 and 59
using the limited NIST data, which includes data only up to ` = 2. For states i > 59, we extrapolate from the available
NIST data for n = 9 − 12 by assuming that the highly-excited atomic nitrogen system can be treated as hydrogenic, with
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Ei ∝ n−2
i .

For comparison to other works, we provide the state numbers from the models of Park [5] and Panesi et al. [12].
Our model includes more states than that of Park; we have separated terms which he grouped together and added the
n = 15 − 20 states. Our model also has more states than that of Panesi et al. as we have included both n ≤ 9 and
n = 10 − 20 states which they did not include.

Utilizing a high-fidelity representation of the electronic structure, however, increases the computational requirements
for modeling hypersonic flows. In order to make such multidimensional simulations more tractable, one can bin the
electronic states into a reduced number of groupings, thereby generating a “coarse-grain” or “reduced-order” structure
model. This enables one to move away from the questionable QSS assumption of using a global rate coefficient to
model nonequilibrium chemical processes. But it does raise the question of the accuracy of these coarse-grain models.

Panesi and Lani [33] reduced the 46-state N structure of Panesi et al. [12] into 8 groupings. The first three
correspond to the ground electronic state (i = 1) and the two metastable states (i = 2 − 3). The next five represent
groupings of their remaining 43 states. Using a simulated chemical reactor they found that the coarse-grain structure in
general reproduced well the results obtained using the higher-fidelity original structure. They also found reasonable
agreement with measurements from the well-known FIRE II flight experiment. The reduced model adequately matched
the nonequilibrium phenomena observed during the early part of the re-entry trajectory when nonequilibrium effects are
expected to be most important.

A similar approach was taken by Lopez et al. [34], but they also investigated the accuracy of the reduced-order
model as a function of the number of groupings. They found that the number of groupings could be reduced to 7 while
still maintaining an acceptable accuracy for the resulting EII and TBR rate coefficients. We use these results as a guide
in constructing our reduced-order model.

Here we present a coarse-grain model which follows the logic and procedure laid out in Panesi and Lani [33]. It is
equivalent to their model for the first seven groupings. The eighth grouped state is also nearly identical, except that we
have included several n ≤ 9 states not given in Panesi et al. [12]. To this eight-groupings model we have added two
additional groupings to account for the n = 10 − 20 states.

Table 3 presents our reduced-order model. The state groupings are denoted by the index j and the states included
by the index i, defined in Table 2. The grouped excitation energy Ẽj and grouped ionization energy B̃j have been
calculated following the equations of Panesi and Lani [33]. Not given here are the internal partition functions of each
state grouping j, which can be calculated using the method presented in their work.

IV. Cross Section Data

A. Background
EII of atomic N is due to the sum of direction ionization (DI) and excitation-autoionization (EA) [24, 27, 35]. The

EII cross section σi can be written for state i as

σi = σDI,i + σEA,i (2)

where σDI,i is the cross section for DI and σEA,i that for EA. The direct process is represented as the forward direction
of Reaction 1. The EA process can be expressed as

N + e− → N∗∗ + e− → N+ + e− + e−, (3)

where N∗∗ represents an excited state of N embedded in the N+ continuum. This intermediate state can either autoionize
to form N+ or radiatively relax back to a bound state of N. In a system as light as N, autoionization dominates over
fluorescence [36]. However, EA of atomic N turns out to be significant only for the two metastable states, as we briefly
now discuss.

For the three terms in the 2s22p3 ground configuration (i = 1 − 3), Wang et al. [27] have found that EA proceeds
primarily via the strong 2s→ 2p one-electron transition, with an excitation energy of ∼ 13.1 eV [35]. As this energy is
below the ionization threshold of the ground state, only the two metastable terms with their lower binding energies
can undergo EA (see also [24]). But Wang et al. found that EA contributes only weakly to the EII process for these
terms. Moving to higher excitations that start from the ground configuration, EA via a 2→ n′ transition (n′ ≥ 3) can
be expected to be even less important [35]. To understand why, we remind the reader that autoionization is due to an
electron-electron repulsion. The overlap of the excited electron with the core electrons rapidly decreases with increasing
principle quantum number n′ and the autoionization rate falls off roughly as (n′)−3 [37].
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Table 3 State groupings j of atomic N for our coarse-grain model of states i. Presented are the grouped
excitation energies (Ẽ j ), grouped binding energies (B̃ j ) and fitting parameters (α j, β j, γ j ) for the Arrhenius-
Kooij equation given by Eq. 11.

j i included Ẽj (eV) B̃j (eV) αj (cm3 s−1 K−β j ) βj γj (K)
1 1 0.000 14.534 5.688 × 10−12 7.210 × 10−1 1.679 × 105

2 2 2.384 12.150 7.215 × 10−11 5.487 × 10−1 1.401 × 105

3 3 3.576 10.958 1.625 × 10−11 6.691 × 10−1 1.266 × 105

4 4 − 6 10.641 3.893 2.360 × 10−9 4.116 × 10−1 4.845 × 104

5 7 − 13 11.951 2.583 1.958 × 10−8 2.925 × 10−1 3.253 × 104

6 14 − 21 12.985 1.549 6.453 × 10−8 2.620 × 10−1 1.916 × 104

7 22 − 27 13.342 1.192 3.215 × 10−7 1.585 × 10−1 1.558 × 104

8 28 − 52 14.121 0.413 1.604 × 10−4 −2.522 × 10−1 8.922 × 103

9 53 − 59 14.418 0.116 5.401 × 10−4 −2.193 × 10−1 2.255 × 103

10 60 − 67 14.506 0.028 1.101 × 10−2 −3.230 × 10−1 8.372 × 102

Also of little importance is EA starting from higher excited states such as the 2s22p2n` configurations, where ` is
the orbital angular momentum quantum number. Here the excitation can proceed via 2p→ n′`′ and 2s→ 2p or n′`′

(n′ ≥ 3). The largest of these EA channels are predicted to be via 2s → 2p transitions, with an excitation energy of
∼ 12.2 eV. But Abdel-Naby et al. [35] showed that DI dominates over EA for n = 3. The contribution of EA can be
expected to be even smaller for higher n since the DI cross section grows roughly with the binding energy as B−2 (i.e.,
as n4) [24], while autoionization decreases rapidly with increasing n′ as described above.

B. Relevant Collision Energies
Our goal here is to provide state-specific thermal EII rate coefficients for hypersonic chemical models. The

corresponding electron temperature range spans Te ∼ 5, 000 − 30, 000 K (kBTe ∼ 0.43 − 2.59 eV). Hence, state-specific
cross section data are needed for electron translational energies T from the ionization threshold B to Tmax ≈ B + 6kBTe,
where kB is the Boltzmann constant. This range comprises over 99% of the above-threshold portion of the Maxwell-
Boltzmann (MB) electron energy distribution (EED) contributing to the state-specific thermal rate coefficients [38]. We
can re-express this cutoff in units of the reduced collision energy t = T/B, giving tmax ≈ 1 + 6kBTe/B. The value of
tmax increases roughly as n2. So for n = 2 the near threshold behavior of the cross section is most important; but as n
increases, so does the relevant t range needed to generate reliable EII rate coefficients.

C. State-of-the-Art
EII of atomic N for the valence shell has been measured by Brook et al. [16]. Their results are shown in Fig. 1

as a function of the collision energy T . Unfortunately, the ion beam in that work contained an unknown fraction of
metastable atoms, limiting the usefulness of the results for chemical modeling.

For higher-lying electronic states, data from EII experiments are unlikely any time in the near future. This is due to
the challenge of producing a sufficient target population in excited states, as they can undergo rapid radiative dipole
transitions to lower-lying states. Hence, theory must be relied on to generate the bulk, if not all, of the EII data needed
for modeling air plasmas.

The state-of-the-art for quantum mechanical EII calculations of atomic N are those of Wang et al. [27]. Their ab
initio work was performed using the B-spline R-matrix-with-pseudostates (BSR) method. Scaling their calculations
for the ground and metastable terms and fitting to the data of Brook et al. [16], we find good agreement with the
experimental results for a beam of ∼ 77% ground term 4So and ∼ 23% for the combined 2Do and 2Po metastable terms.
The two metastable terms are so close together in magnitude and energy dependence that it is not possible to fit for them
individually. The scaled BSR results are shown in Fig. 1. The BSR method can be used for states 1 − 3. However,
the limits of current computational capabilities mean that the BSR approach is not yet tractable for calculating EII of
higher-lying states.

A more computationally tractable quantum approach for DI is the Binary-encounter Dipole (BED) method of Kim

8
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Fig. 1 EII cross section for atomic N as a function of collision energy T . Shown are the experimental data
of Brook et al. [16] along with the BEB calculations of Kim and Desclaux [24] and the BSR calculations of
Wang et al. [27]. The theoretical data have been scaled by the inferred fractional abundances of the ground and
metastable terms in the experimental results. See text for additional details.

and Rudd [39]. This approach starts with the Mott theory for the collision of two free electrons, using binary encounter
theory to account for the momentum distribution of the bound electron, and combines it with the leading dipole part of
the Bethe theory. The method is free of adjustable or fitted parameters. For ionization out of a given n` subshell, it
requires only the orbital occupation number, binding energy, average kinetic energy, and differential dipole oscillator
strength. The orbital binding energies and average kinetic energies are relatively easy to either measure or calculate.

More challenging theoretically and experimentally are obtaining the necessary differential dipole oscillator strengths,
particularly subshell by subshell. To overcome this issue, Kim and Rudd [39] introduced a simple form for the differential
oscillator strength, which they called the Binary-encounter Bethe (BEB) model. Like the BED method, the BEB
approach is free of adjustable or fitted parameters. The BEB method has been extensively tested against laboratory
studies and found to reproduce well the measured energy dependence and typically to agree to within ∼ 10% at the peak
in the cross section [40].

In an attempt to more accurately calculate the oscillator strength, Huo [41] represented it using a convergent series,
in what she called the improved Binary-encounter Dipole (iBED) method. She also presented a truncated version of the
series for a simplified version of the improved Binary-encounter Dipole (siBED) model. However, the complexity of the
equations given for both methods makes them difficult to use with confidence. Fortunately, Huo found that the BEB and
iBED methods have very similar energy dependences and agree to within ∼ 10% at the cross section peak. This seems
to us to be an acceptable level of agreement for hypersonic chemical models; thus we favor here the computationally
simpler BEB approach.

This BEB method was applied by Kim and Desclaux [24] to EII of atomic N, with scaled plane-wave Born cross
sections used to account for EA of the metastable states. Figure 1 compares their theoretical results to the experimental

9

D
ow

nl
oa

de
d 

by
 C

O
L

U
M

B
IA

 U
N

IV
E

R
SI

T
Y

 o
n 

Ja
nu

ar
y 

17
, 2

01
8 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

8-
17

16
 



work of Brook et al. [16] and the calculations of Wang et al. [27]. We have scaled the Kim and Desclaux results for the
ground and metastable terms using the beam fractions determined above. Good agreement can be seen between the two
sets of theoretical results. This can also be seen in Figs. 2 and 3 which shows the BEB and BSR cross sections and
their ratio for the ground term, for which EA is not possible. This is promising because the BEB method, though less
sophisticated than the BSR method, has been extended to DI of higher shells [28, 42–44].

More recently, Huo [45] used the iBED method to calculate the atomic N EII cross sections for states i = 1 − 5 and
7 − 11. Lopez et al. [34] plan to incorporate her results into their future work. Once her data become publicly available,
it will be good to compare our calculations here with hers, as a check of the relative accuracy of the two methods.

D. Present EII Model
Based on the good agreement between the experimental data of Brook et al. [16] and the quantum BSR [27] and

BEB [24] calculations, as well as between the iBED and BEB approaches [41], we have chosen to use a combination of
the BSR and BEB methods to develop a new EII model for atomic N. For states 1− 3, we used the published BSR data of
Wang et al. [27]. We use the BEB method to generate the DI data for the remaining states 4 − 67, keeping in mind that
EA is expected to be unimportant for these states. Additionally, we only consider ionization into the 2s22p2(3P) ground
term of N+. The ionization-excitation process forming an excited state of N+ is predicted to be negligibly small [27].

The BEB DI cross section for an n` electron in the K or L shell for a given state in Table 2 can be expressed as [39]

σ(n`) =
4πa2

0N(R/B)2

t + u + 1

[
ln t
2

(
1 − 1

t2

)
+ 1 − 1

t
− ln t

1 + t

]
n ≤ 2. (4)

Here, a0 is the Bohr radius, N the orbital occupation number of electrons and R the Rydberg energy. The quantity
u is the reduced average orbital kinetic energy U/B, where U(= 〈p2/2me〉) is the average orbital kinetic energy for
an electron with linear momentum p and mass me. On the right-hand side of Eq. 4, the terms N , B, t, and u are all
state-dependent functions of n`.

In the BEB cross section [28, 39, 42–44], the t + u + 1 denominator of the prefactor on the right-hand side arises
from binary encounter theory, which sets the effective collision energy equal to the incident translational energy T plus
the potential energy of the bound electron |U + B|. At large values of t, the prefactor behaves as 1/t, as predicted by the
Born approximation.

Moving to the term in square brackets, the first term, (ln t/2)(1 − 1/t2), describes large impact parameter collisions.
These are dominated by the dipole interaction and are given here by the leading dipole part of the Bethe theory. The
remaining terms are from the Mott cross section, which describes a collision between two unbound electrons. Mott’s
theory does not take into account the dipole interaction, as this only arises for bound electrons [46]. However, the
Mott cross section is effective at describing small impact parameter collisions, where the dipole interaction is less
important. The 1 − 1/t portion represents the direct and pure exchange terms of the Mott cross section while the
ln t/(1 + t) represents the interference between the two.

For DI out of the M shell, or higher Rydberg states, good agreement between the BEB method and experimental
results has been found by scaling the BEB cross section as [28, 42–44, 46]

σ(n`) =
4πa2

0N(R/B)2

t + (u + 1)/n

[
ln t
2

(
1 − 1

t2

)
+ 1 − 1

t
− ln t

1 + t

]
n ≥ 3. (5)

Theoretical justification for the 1/n scaling has been given by Huo and Kim [43] and Ali et al. [47]. For high Rydberg
states, the excited electron is loosely bound to the nucleus and the DI cross section should approach that for a free-free
collision. This is described by the Mott cross section which varies simply as 1/t. By introducing the (u + 1)/n scaling,
the prefactor goes to 1/t as n increases.

The total BEB DI cross section for a given state i is then a summation over all n` electrons in the target

σi =
∑
n`∈i

σ(n`). (6)

However, for states 4 − 67 we really only need to consider DI of the outermost electron. Ionization of an inner-shell
electron is unimportant under hypersonic conditions as the EED lies almost entirely below the ionization thresholds for
these inner-shell electrons. As a result, readers wishing to generate BEB cross sections for states 4 − 67 can directly
use the appropriate BEB equation (Eq. 4 or 5) for the outermost occupied orbital and omit the summation over the n`
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orbitals given in Eq. 6. The B and U values for the outermost electron are given in Table 2. For completeness we also
give the values for i = 1 − 3, but we stress that for these states we use the BSR cross section calculations of Wang et al.
[27].

V. Comparison to Previous EII Data
A number of approaches have been used over the years to generate the state specific EII data needed for modeling

shock-heated air plasmas. In this section we review these other methods, compare them to the BSR and BEB results,
and discuss their shortcomings.

Potapov et al. [7] used the the classical EII cross section of Thomson [26] as given in [48]. The Thomson cross
section can be expressed as

σ(n`) =
4πa2

0N(R/B)2

t

[
1 − 1

t

]
. (7)

Compared to experimental results, the Thomson cross section does a poor job of reproducing the measured data [49–51].
At low energies it overestimates the cross section. There are two main reasons for this. First, the Thomson cross section
assumes that the bound electron is stationary and so it lacks the binary encounter correction in the denominator of the
prefactor for the effective collision energy. Second, while the Thomson theory includes a term similar to the direct and
pure exchange term of the Mott theory, it does not include a term for the interference between the two. This interference
plays an important role in reducing the theoretical cross section near threshold. At higher energies, the Thomson theory
underestimates the EII cross section because it does not account for the dipole interaction. Figures 2 and 3 compare
the Thomson cross section to the BSR and BEB theory and demonstrate that this classical theory is systematically off,
independent of n.

Gryziński has also developed several different classical theories for EII. Park [5] used the results of Gryziński
[22], but these were later improved upon by Gryziński and Kunc [19]. Here we compare only to these newer results,
which were used for states i ≥ 4 by Kunc and Soon [9] and Bourdon and Vervisch [10]. The classical cross section of
Gryziński and Kunc can be expressed as

σ(n`) =
4πa2

0N(R/B)2

[(t + 1)1/2 + 1]2

[
1 − 1

t
+

2
(t + 1)1/2

(
1 − 1

t

)
+

2
3

(
1 − 1

t2

)]
. (8)

Since this formula was used for excited states, where typically only one electron occupied the highest orbital and U ≈ B
(see e.g., Table 2), we have made the approximation of setting U = B in our re-expression of their equation. We have
also expressed the formula in a form that allows for easy comparison with the BEB method. Compared to available BSR
and BEB data, Figs. 2 and 3 show that this classical theory still overestimates the EII cross section at low energies and
underestimates it at high energies, but in each case less so than the Thomson theory. The denominator in the prefactor
helps to reduce the cross section near threshold, as Gryziński and Kunc developed their cross section using binary
encounter theory. However, the term in the square brackets works in the opposite direction at low t, leading to the
overestimate near threshold. In part, this is because the interference term between the direct and exchange terms is
missing. At higher energies, the theory does not include the dipole interaction, given by the Bethe theory. So rather than
asymptotically going to ln t/t, the Gryziński and Kunc theory goes to 5/(3t). As shown in Figs. 2 and 3, this leads to an
underestimate of the cross section at high t.

Another commonly used EII cross section is the empirical formula developed by Drawin [52]. His equation has
been given in several other publications [17, 20, 25, 50], which are often cited in place of the original. Drawin’s formula
includes two scaling parameters, which he denotes as f1 and f2, and can be written as

σ(n`) =
4πa2

0N(R/B)2

t

[
f1 |s |2

(
1 − 1

t

)
ln(1.25 f2t)

]
. (9)

Here, the reduced dipole length |s | is typically set to a value of |s |2 = 2/3 [50, 52]. This formulation has been used by
Taylor and Ali [8], Johnston [11], and Panesi et al. [12]. They all appear to have set both f1 and f2 equal to 1, but their
papers are not clear on the subject. For the ground term, the Drawin formula overestimates the cross section at low
energies. This is likely due to the lack of the binary encounter correction and the missing interference term of the Mott
cross section. At higher energies the Drawin cross section underestimates the cross section, likely because the formula
approaches the Bethe limit but is missing the direct term of the Mott cross section.
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Fig. 2 EII cross sections for atomic N as a function of the reduced collision energy t . Data are shown for the
2s22p2(3P)np(4So) terms (n = 2 − 5). These correspond to states i = 1, 10, 25, and 34. The quantum BEB and
BSR theories of Hwang et al. [28] andWang et al. [27] are shown by the black and violet lines, respectively. Also
given are classical results from Thomson [green; 26] and Gryziński and Kunc [red; 19], as well as the empirical
results from Drawin [blue; 52] and Lotz [cyan; 21]. The black dashed vertical lines correspond to tmax for Te
= 30, 000 K.
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Fig. 3 Same as Fig. 2 but for the ratio of the EII cross section data from other methods to that of the BEB
theory. A log(ratio) greater than 0.3 or less than −0.3 corresponds to greater than a factor of 2 difference.
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Fig. 4 Same as Fig. 2 except we include data from the BEB, BSR [27], and Drawin [52] theories. The Drawin
data are shown for f1 |s |2 = 2/3 and f2 = 1 (solid) and f1 |s |2 = 1 and f2 = 4 (dashed).

14

D
ow

nl
oa

de
d 

by
 C

O
L

U
M

B
IA

 U
N

IV
E

R
SI

T
Y

 o
n 

Ja
nu

ar
y 

17
, 2

01
8 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

8-
17

16
 



Fig. 5 Same as Fig. 4 but for the ratio of the EII cross section data from the BSR and Drawin theories to that
of the BEB method.
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Given the empirical nature of the Drawin equation, it is difficult to use the formula for higher states where no
benchmark experimental data are available. When setting f1 |s |2 = 2/3 and f2 = 1 in Figs. 2 and 3, the data are seen to
underestimate the BEB cross section for n ≥ 3. But given the lack of experimental data, the selected values of f1 |s |2 and
f2 are somewhat subjective and their chosen values can significantly affect the data generated. For example, Bultel et al.
[53] set f1 |s |2 = 1 and f2 = 4 in their CR model of Earth re-entry for i ≥ 4. This model was later adapted by Panesi and
Lani [33]. In Figs. 4 and 5 we compare the Drawin formula for f1 |s |2 = 2/3 and f2 = 1 as well as f1 |s |2 = 1 and f2 = 4,
along with the BEB and BSR data presented earlier. It is clear that the use of f1 |s |2 = 1 and f2 = 4 systematically
overestimates the cross section for all energies, independent of n. For their treatment of the ground and metastable states
(i = 1 − 3), Bultel et al. generate EII data using the same sources as Panesi et al. [12], shown in Table 1.

Lastly, Park [6] used the empirical formula of Lotz [21], who provided fitting parameters for the ground configuration.
As can be seen in Fig. 2, there is reasonable agreement between the Lotz formula and the BEB and BSR results for
the ground term. However, the empirical nature of the formula limits its applicability to excited states, for which
experimental data are unavailable. Without these data, the ground configuration parameters must be used. Figures 2
and 3 show that these parameters do not appear suitable for higher terms, where the Lotz formula systematically
underestimates the BEB.

Comparing the cross section behavior seen in Figs. 2–4, we note that there is little change in the energy dependence
with n for n ≥ 3. In part, this is because the terms in the square brackets in Eqs. 4, 5, 7, 8, and 9 depend just on the
reduced translational energy. Only the magnitude of the cross section varies with n, primarily due to the binding energy
term B−2 which scales roughly as n4. There is a dependence on u in the BEB and Gryziński and Kunc theories; however
for i ≥ 4 this quantity is ≈ 1, and therefore does not significantly alter the cross section dependence on t.

Moving now to the experimental data, a number of groups have also used the measurements of Brook et al. [16],
despite the apparent metastable contamination in those data. Kunc and Soon [9] and Bourdon and Vervisch [10] both
used the Brook et al. data as if it were the EII cross section for the ground term. For the two metastable terms, these
groups then scaled the Brook et al. data using the procedure of Sobelman et al. [18]. Panesi et al. [12] also appear to
have used the data of Brook et al., as cited by Tawara and Kato [23], for the EII cross section of ground term. For those
wishing to use laboratory measurements, it would be nice to have new experimental data for ground state atomic N, free
of any metastable contamination. However, the need for such measurements does not really appear to be very pressing
as the BSR calculations are unlikely to be significantly in error for the ground term.

VI. Rate Coefficient Calculations
Based on the above discussions and comparisons, for our EII model of atomic N we have opted to use the BSR

results of Wang et al. [27] for i = 1 − 3 and the BEB theory of Hwang et al. [28] for the remaining states. From these
data, we have generated a thermal EII rate coefficient ki for state i by multiplying the corresponding cross section σi

times the relative collision velocity (essentially the electron velocity ve) and integrating over an MB EED, f (T,Te):

ki(Te) =
∫ ∞

Bi

σive f (T,Te)dT . (10)

For hypersonic conditions, Bultel et al. [53] found that the free electrons reach an MB distribution before the atoms and
molecules reach electronic and chemical equilibrium. This implies that the use of an MB EED is appropriate, regardless
of other possible nonequilibrium conditions in the flow field.

After carrying out the integral above, it is convenient to fit the data to a simple functional form for use in chemical
models. We have fit our rate coefficient results using the Arrhenius-Kooij equation [54]

ki(Te) = αiTβie exp
(
−γi
Te

)
, (11)

as is commonly used in hypersonic chemistry. Here αi , βi , and γi are fitting parameters that together describe the EII
rate coefficient for a given state i. The values for these parameters are presented in Table 2 for our 67-state system. We
have also fit the rate coefficient data for the grouped states; these values are presented in Table 3 for use in Eq. 11 with
i = j. For both the fine- and coarse-grain models, our rate coefficient fits match the integrated results from Eq. 10 to
within ±5% over the temperature Te = 2, 000 − 50, 000 K and between 1, 000 − 2, 000 K to within ±25%. Our EII rate
coefficient data can be readily implemented into CR models. Additionally, using detailed balance, these data can be
used to generate TBR rate coefficients.
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VII. Summary
We have presented new EII data for a 67-state model of the electronic structure of atomic N. For the ground and

metastable terms, we have used published BSR calculations. For higher states, we have used the BEB method. Though
we have no benchmark measurements for EII of N for n ≥ 3, we have a high degree of confidence in the BEB theory as
it has been extensively benchmarked on other systems and includes physical processes that are not accounted for in the
classical theories or the empirical fits. From these BSR and BEB data, we have generated state-specific thermal rate
coefficients. Additionally, we have calculated rate coefficient data for a reduced 10-state system for use in coarse-grain
simulations. Lastly, we have provided Arrhenius-Kooij fitting parameters for both our fine- and coarse-grain models.
Our data can also be used to generate rate coefficients for TBR, the time-reverse process of EII. These new data are
expected to be more accurate than those previously used. Our data will also enable modelers to move away from the
QSS approximation. Taken all together, these new data will help to reduce the modeling uncertainties for the predicted
radiative heating on the afterbody of a vehicle during entry into Earth’s atmosphere.
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